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Abstract

In addition to triggering appropriate physiological activity and behavioural responses, emotions and moods can have an important role in
decision making. Anxiety, for example, arises in potentially dangerous situations and can bias people to judge many stimuli as more
threatening. Here, we investigated the possibility that affective states may also influence the time taken to make such judgements. Participants
completed the Positive and Negative Affect Schedule (PANAS) mood inventory [Watson, D., Clark, L.A., Tellegen, A. Development and
validation of brief measures of positive and negative affect: the PANAS scales. J Pers Soc Psychol, 54 (1988) 1063–1070] and undertook a
computer-based task in which they were required to decide whether ambiguous and unambiguous predictor stimuli heralded resources or
hazards. While the two types of negative mood indicators measured by PANAS [high “negative activation” (high NA), a danger-oriented
state such as anxiety, and low “positive activation” (low PA), a state related to loss or absence of opportunity, such as sadness] both biased
decisions similarly towards expecting hazards and away from expecting resources, only individual variation in NA was associated with the
speed at which these decisions were made. In particular, participants reporting higher NA showed a bias towards caution, being slower to
decide that stimuli predicted hazards and not resources. These findings are discussed in terms of the “Smoke Detector Principle” in threat
detection [Nesse, R.M. Natural selection and the regulation of defenses. A signal detection analysis of the smoke detector principle. Evol
Hum Behav, 26 (2005) 88–105] and the potential value of speed–accuracy tradeoffs in the context of decision making in differing mood
states, and the processes that might give rise to them.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction

In the simplest terms, all the stimuli that humans and non-
human animals encounter can be thought of as presaging the
possibility of either fitness-decreasing hazards (injury,
disease, death, etc.; traditionally termed “punishers” in
learning theory and affective neuroscience) or fitness-
increasing resources (food, water, shelter, mates, etc.;
“rewards”). Moods and emotions are multifaceted processes
for dealing with this; affective states guide physiological,
behavioural and cognitive responses to stimuli in order to
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avoid hazards and obtain resources (Paul, Harding, &Mendl,
2005; Rolls, 2005). The present study is designed to consider
the relationship between mood and cognitive responses to
potential resources and hazards; specifically, to investigate
how mood states influence decisions, and in particular, speed
of decisions, aboutwhether ambiguous stimuli predict fitness-
increasing resources or fitness-reducing hazards. Using a
computerised task, we test the hypothesis that anxious
individuals make decisions that ambiguous stimuli predict
hazards more frequently and rapidly than non-anxious
individuals and that they make slower decisions that
ambiguous stimuli predict resources.

1.1. Anxiety, the Smoke Detector Principle and
decision making

In recent years, researchers interested in the evolution of
decision making have suggested that many decision-making
processes and biases represent functionally appropriate
behavioural strategies (e.g., Error Management Theory,
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Haselton & Buss, 2000; Haselton & Nettle, 2006). For
example, in the affective domain, the Smoke Detector
Principle, based on Signal Detection Theory (Green &
Swets, 1966), predicts that, under conditions of uncertainty,
the optimal response to ambiguous, but potentially threaten-
ing, stimuli is a defensive one (e.g., flee), even if the
probability of actual harm is slight (Marks & Nesse, 1994;
Nesse & Williams, 1994; Nesse, 2001; 2005). This is
because, as for smoke detectors, the costs of real danger,
when it happens, are very high (e.g., death, injury), while
the costs of brief but unnecessary defensiveness (e.g., fear,
withdrawal, etc.) are relatively small (cf. Dawkins & Krebs,
1979; although this may not always be the case for all
species — e.g., see Lima, 1998; Ydenberg & Dill, 1986).
This analysis may help us to understand why panic attacks
and other anxiety disorders are so common in modern
societies, even when actual physical attacks are vanishingly
rare. It can also help us to understandwhen and how treatment
for such problems might be best applied (Nesse, 2005).

The Smoke Detector Principle proposes a largely static
bias, in which a particular rule of thumb (“if in doubt,
respond defensively by withdrawing”) is likely to be
effective across the lifespans of most individuals (see also
Haselton & Nettle, 2006, for other non-affective examples
of static biases). But if the costs or probability of harm
occurring, or the costs of withdrawal, are subject to
changes or differences between or within individuals, the
frequency of “false-alarm” defensive responses will also be
expected to vary. Indeed, there is considerable trait- and
state-based variation in people's tendencies to respond
defensively to potential hazards and to interpret ambiguous
stimuli as threatening (e.g., Eysenck, Mogg, May,
Richards, & Mathews, 1991; Richards et al., 2002). For
example, heightened anxiety increases vigilance and
attention to potential threats (e.g., Eysenck, 1997; Wil-
liams, Watts, MacLeod, & Mathews, 1997) and thereby,
presumably, the probability of threat detection (e.g., Byrne
& Eysenck 1995). This is because states and longer-term
traits of anxiety occur when danger (i.e., the probability of
injury, loss, etc.) is heightened (Carver, 2001; Dickson &
MacLeod, 2004; Eysenck, Payne, & Santos, 2006); anxiety
effectively carries the “information” that the environment is
potentially dangerous or threatening (Schwarz & Clore,
1983). Consistent with this, a number of recent studies
have found that elevated anxiety shifts the balance of
threat-related decisions towards an increased rate of false
alarms (i.e., identify threat when it is not in fact present;
Becker & Rinck, 2004; Windmann & Kruger, 1998;
Winton, Clarke, & Edelmann, 1995). So, the general rule
of the Smoke Detector Principle in relation to threat
appears to be modulated according to the affective state
and/or trait of the person concerned. Here, we test this
experimentally by investigating whether anxious indivi-
duals are more likely than less anxious ones to judge
ambiguous stimuli as predictive of the imminent arrival of
hazards and not resources. We also investigate a novel
prediction that the temporal course of such decisions is
related to anxiety state.

1.2. Decision-making speed

The Smoke Detector Principle predicts biases in the
direction of decisions (e.g., deciding whether something
positive or negative is about to happen), but does not make
explicit predictions about decision speed. Many attackers
(e.g., predators, social adversaries) are likely to strike
quickly, to maximise their own chances of successful action
(e.g., see Cresswell, 1996). So individuals potentially on the
receiving end of such an attack would be wise to respond
more rather than less quickly, if they are going to respond at
all (Dijksterhuis & Aarts, 2003; Kahneman & Tversky,
1984; Robinson, 1998). Consequently, we propose that, for
optimal responsiveness to potentially imminent hazards,
individuals in a vigilant, anxious state (e.g., resulting from
living in dangerous environments where the benefits of
responding quickly outweigh the increased costs of false
positives) should be faster to decide that a stimulus predicts
danger than less anxious individuals, even if this leads to
potentially less accurate decisions (LeDoux, 1996; Trimmer
et al., 2008).

When deciding whether to approach potential resources,
the converse trade-off would be predicted. To pursue fitness-
increasing resources successfully, an individual needs to be
sure that the probability of threat is low (e.g., social or
predatory attack; see Ferrari, Sih, & Chivers, 2009). We
therefore propose that an optimal decision during anxiety
would involve a slowing of interpretation of stimuli as
indicating the presence of a resource. In other words, there
would be a tendency to trade speed of judgements for the
possibility of increased accuracy, to reduce the chance of a
false-negative decision when danger is in fact present. The
present study thus investigates whether people's self-
reported mood (anxiety) is associated with modulations in
the latency to make decisions, as predicted here.

1.3. Measuring anxiety and other mood states

We assess individual variation in naturally occurring
anxiety using the Positive and Negative Affect Schedule of
Watson, Clark, and Tellegen (1988). The PANAS was
developed on the basis of studies of the self-reported co-
occurrence of different discrete emotion or mood states (see
also Watson & Tellegen, 1985; Watson, Wiese, Vaida, &
Tellegen, 1999) which demonstrated that individuals tend to
experience two largely independent, core types of emotional
feeling: negative activation (NA) and positive activation
(PA). NA is involved with defence and defence preparation;
it is particularly active when threats and potential threats are
perceived, and hence high NA is a useful measure of anxiety
(people with high-NA scores report negatively valenced,
high arousal feelings such as “nervous”, “scared”, “jittery”,
“afraid”). PA, on the other hand, is associated with responses
to opportunity and resource anticipation; it is particularly
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active when new resources are expected or received. People
with high-PA scores report positively valenced, highly
activated states (e.g., “excited”, “enthusiastic”), while those
with low-PA scores experience fewer positively valenced
states. Despite debate over the merits of the PA/NA
distinction in mood measurement, and whether the scales
should be regarded as bipolar or unipolar (Carver, 2001;
Green & Salovey, 1999; Russell & Carroll, 1999; Tellegen,
Watson, & Clark, 1999; Watson & Tellegen, 1999), the idea
that humans and other animals share two fundamental,
biologically adaptive systems of mood or affect — one that
arises in response to situations of opportunity, generating
appetitive and approach behaviour, and one that arises in
situations of threat, promoting heightened vigilance, escape
or withdrawal (roughly corresponding to the NA/PA
distinction) — is widely supported (e.g., Carver & Scheier,
1990; Carver & White, 1994; Davidson, 1992; Depue,
Luciana, Arbist, Collins, & Leon, 1994; Fowles, 1987; Gray,
1987; Mendl, Burman, & Paul, 2010; Schnierla, 1959).
Measuring mood using the PANAS scales therefore
offers the opportunity to assess the possible effects of both
of these two core systems on participants' decisions and
decision speed.

Following the arguments above, we hypothesise that
people reporting high-NA states will be more likely to decide
that ambiguous stimuli predict hazards rather than resources,
compared to low-NA individuals. Similarly, people reporting
low-PA scores will have reduced expectations that ambigu-
ous stimuli predict resources and hence will also be more
likely to make negative decisions about ambiguous stimuli
(e.g., Mendl et al., 2010). On the other hand, while we predict
that threat-oriented high-NA moods will be associated with
shortened latencies to decide that stimuli predict imminent
hazards, sadness or loss-related low-PA moods will not
(because, unlike high-NA states, such moods are not
concerned with potential threats that may require rapid
responses). Thus, high-NA and low-PA subjects will show
similar biases in decision direction, but not in decision speed.

1.4. Computerised task to investigate decisions about
expected resources and hazards

To investigate our hypotheses, we used a novel computer-
based task in which participants were required to make a
choice between two opposing, evaluative decision options:
whether simple spatial stimuli displayed on a computer
screen predicted the arrival of either a hazard or a resource.
Reinforcement contingencies were designed with ecological
validity in mind. In everyday life as well as in evolutionary
history, detecting potential threats (e.g., social threat,
predation threat) enables individuals to escape or avoid
fitness-decreasing dangers, while detecting potentially
positive stimuli (e.g., food, social or sexual contact) allows
them to gain fitness-increasing resources. Mistakenly
identifying a positive stimulus as hazardous results in no
gain of resource; mistakenly identifying a hazardous
stimulus as a positive one can lead to injury or death.
Thus, correct classification of a stimulus (as predicting a
resource or hazard) allowed participants to gain the resource
or avoid the hazard. When incorrect, the resource was not
gained or the hazard was not avoided. The majority of test
stimuli were clearly predictive of either hazards or resources
(unambiguous). However, a smaller number of stimuli were
completely ambiguous as to whether they predicted hazards
or resources (see Methods). These were used because
anxious individuals differ from non-anxious ones particu-
larly in terms of their interpretations of affectively
ambiguous stimuli. The relative proportion of ambiguous
stimuli was necessarily small, so that participants did not
have the opportunity to learn that these stimuli were
randomly associated with subsequent resources/hazards.
2. Methods

2.1. Participants

Participants were 67 (31 male, 36 female) undergraduate
students from the University of Bristol. They volunteered for
the experiment, which was described as a “computerised
perception task”, and the chance to win a £20 prize was
offered as an incentive.

2.2. Task materials

The task was presented using the Presentation stimulus
delivery and experimental control software (version 0.55,
http://nbs.neuro-bs.com), using bitmap stimuli on a black
background using CorelDraw 9. The programme was
presented to each participant on a 15-in. flat screen monitor
(Viglen EZX-15F) at a resolution of 1024×768 pixels.

2.3. Task design

Within each trial, sequentially paired images were
presented on the computer screen. The first was a horizontal
line 8.7 cm long, with a ☺ image at one end and a ☹ at the
other, as anchor points. The ends of the line at which the ☺
and ☹ were placed remained constant for individual
participants, but were counterbalanced between participants,
so half saw the ☺ on the left-hand side of the line and the
other half saw it on the right. This first image could appear in
any one of the four quadrants of the computer screen and was
shown for 3 s. The second of the pair of images was the
stimulus, a cross (×) which appeared immediately after the
first disappeared, in a position somewhere on the line that
was now no longer visible. This cross remained on the screen
until the participant made a response.

2.4. Reinforcement contingencies

Participants were required to judge whether the stimulus
(×) had appeared in a position on the first image (the line)
which was nearer to where the ☺ anchor point or the ☹
anchor point had been. Responses were made by pressing

http://nbs.neuro-bs.com


Table 1
Response contingencies

Type of trial × is closest to: Participant's response Correct or incorrect Reinforcing picture Points gained or lost

Resource ☺ ☺ RES Correct Pleasant +10
Resource ☺ ☹ HAZ Incorrect No picture 0
Hazard ☹ ☺ RES Incorrect Unpleasant −10
Hazard ☹ ☹ HAZ Correct No picture 0
Ambiguous Neither ☺ RES N/A Pleasant or

unpleasant (random)
+10 OR −10
(random, as picture)

Ambiguous Neither ☹ HAZ N/A No picture 0

Trial type indicates where the × was located relative to the ☺ and ☹ symbols. If the participant responded by pressing the ☺ key, this was termed a “resource”
(RES) response. Pressing the ☹ key was termed a “hazard” (HAZ) response. Reinforcement and points gained/lost depended on whether the response made was
correct or incorrect. In the case of ambiguous stimuli, this was determined as shown in the table (see text for further details).
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one of two keys on the computer keyboard (J or L), which
were labelled ☺ and ☹, corresponding to the positions
(☹left–☺right or ☺left–☹right, counterbalanced across
subjects) in which they had also appeared on the screen.
Reinforcement contingencies were designed with ecological
validity in mind (see Table 1 for summary). Judging the × as
closer to the ☺ was associated with gaining a resource
(participants were informed that they would obtain a
“reward”: a pleasant picture of an animal shown immediately
after the response was made, plus a gain of 10 points), while
correctly judging it to be closer to the ☹ was associated with
avoiding a hazard (participants were informed that they
would “escape punishment” for this: no picture shown
following response, no points). Judging the × to be closer to
the ☺ when it was actually closer to the ☹ was associated
with a hazard (described as a “punishment” to participants:
an unpleasant picture of an aggressive or threatening animal
shown immediately the response was made, and a loss of 10
points), while incorrectly judging it to be closer to the ☹
when it was actually closer to the ☺ was associated with
missing a resource (described as the omission of a reward: no
picture shown following the response, and no points).

2.5. Validation of pleasant and unpleasant pictures

The affective qualities of the pictures used were
established prior to the experiment in a pilot study. Initially,
a panel of six judges rated a set of pre-selected photographic
images of animals on a scale of 1–5 (extremely pleasant to
extremely unpleasant); concordance between judges was
high (Kendall's coefficient of concordance, W=0.147, df=5,
pb.001), and three groups of 12 images were generated:
“unpleasant” (mean rating N4), “neutral” (mean rating 2–4)
and “pleasant” (mean rating b2). Twelve student volunteers
then viewed these 36 images on a computer screen, in a
randomised block design (12 block of three images, one of
each category, shown for 5 s, with 15 s intertrial interval),
while their skin conductance responses on the non-dominant
hand were measured using PSYLAB apparatus (Contact
Precisions Instruments). A one-way ANOVA demonstrated a
significant main effect of stimulus type (pleasant, unpleasant,
neutral) on skin conductance response (F2,20=4.50, pb.05).
Post hoc tests revealed that this was accounted for by
significantly greater skin conductance responses (i.e., higher
arousal) to the unpleasant than to pleasant images (Fisher's
least significant difference test, pb.05).

2.6. Procedure

All instructions were given on screen. Participants were
first asked their age and sex, and then proceeded to complete
a computerised version of the PANAS mood measure
(Watson et al., 1988), using keys 1 to 5 to indicate to what
extent they currently felt each of 20 emotion states “right
now”. Participants were then given instructions on how to
complete the task (see Section 2.4 above). Each trial
consisted of a presentation of the paired stimuli followed
by a response from the participant. The relevant pleasant or
unpleasant picture (or no picture) and the participants'
updated points totals were then displayed for 3 s. The
participant who gained the most points in the task won a £20
cash prize.

The task started with eight randomly ordered practice
trials with feedback. During four of these practise trials, the
stimulus crosses (×) appeared unambiguously closer to the☺
by at least 11% of the total length of the line, while in another
four, they were closer to the ☹ by at least 11%. Responses
classifying the stimuli as predictive of “resources” (stimulus
closest to ☺) and “hazards” (stimulus closest to ☹) were
automatically recorded by the computer. Response latencies
were also recorded.

Thirty-six experimental trials followed the practise trials,
also in randomised order. On 12 of these trials the stimulus ×
appeared closer to the ☺ by at least 11% (unambiguous
resource stimulus), on 12 trials it appeared closer to the ☹
by at least 11% (unambiguous hazard stimulus) and on
another 12 it appeared exactly half way along the line
(ambiguous stimulus). These ambiguously positioned
stimuli were designed as probe stimuli, to assess partici-
pants' tendencies to opt for a positive or negative
interpretation when given insufficient information to
make a correct evaluation of a stimulus. “Resource”
(RES) responses to ambiguous stimuli were randomly
reinforced (i.e., RES responses were immediately followed
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by a 50% probability of either a pleasant animal picture and
a gain of 10 points, or an unpleasant animal picture and a
loss of 10 points), while “hazard” (HAZ) responses were
immediately followed by a grey screen (no picture) and no
points lost or gained (see Table 1).
Fig. 1. (A) Scatterplot of NA scores with mean latencies to make ambiguous
RES decisions; (B) scatterplot of NA scores with mean latencies to make
correct unambiguous RES decisions.
3. Results

3.1. Descriptive statistics

For the purposes of brevity, we describe decisions that the
stimulus was nearer the ☺ (i.e., that resources and not
hazards were anticipated) as “RES” decisions and decisions
that the stimulus was nearer the ☹ (i.e., that hazards and not
resources were anticipated) as “HAZ” decisions. Because
mood scores and latencies were normally distributed,
parametric analyses were used throughout: Pearson's product
moment coefficient correlations and Student's t tests.

The PANAS scale yields two mood scores: positive
activation (PA) and negative activation (NA). As expected
from previous studies, there was no correlation between
participants' PA and NA scores (Pearson's r=−0.03, n=67,
p=.841). Mood was associated with neither the sex (PA:
t65=0.397, p=.693; NA: t65=0.298, p=.767) nor the age of
participants (PA: Pearson's r=0.22, n=67, p=.073; NA:
Pearson's r=−0.03, n=67, p=.830).

Participants did not have difficulty classifying the
unambiguous stimuli (RES stimuli, nearer to the ☺, 98.6%
correct; HAZ stimuli, nearer to the ☹, 94.5% correct). They
were significantly faster to classify unambiguous stimuli
than ambiguous stimuli (RES: mean ambiguous latency
1094 ms, mean unambiguous latency 725 ms, t65=−6.90,
pb.001; HAZ: mean ambiguous latency 1071 ms, mean
unambiguous latency 739 ms, t65=−9.14, pb.001), and
unambiguous stimuli showed smaller variation (standard
deviations, RES: ambiguous 739 ms, unambiguous 320 ms;
HAZ: ambiguous 495 ms, unambiguous 298 ms). They did
not, however, differ in their speed of classifying ambiguous
or unambiguous stimuli as either RES or HAZ (ambiguous
RES vs. HAZ: t64=0.28, p=.778; unambiguous RES vs.
HAZ: t66=−1.40, p=.167).

There was a non-significant tendency for participants to
classify ambiguous stimuli as RES (i.e., nearer to the ☺ end
of the line) in more than 50% of trials (t66=1.87, p=.066).
The proportion of RES responses made to ambiguous stimuli
was not significantly associated with either sex (t65=0.07,
p=.946) or age (Pearson's r=0.14, n=67, p=.254).

3.2. Relationships between mood and decision direction
and speed

PA was positively correlated with the proportion of RES
responses made to ambiguous stimuli (Pearson's r=0.33,
n=67, pb.01), and NA was negatively correlated with the
proportion of RES responses made to ambiguous stimuli
(Pearson's r=−0.43, n=67, pb.001).
NA scores were positively correlated with latencies to
classify ambiguous stimuli as RES (Pearson's r=0.30,
n=66, pb.05; see Fig. 1A); they were also positively
correlated with latencies to classify unambiguous stimuli
as RES (Pearson's r=0.30, n=67, pb.05; see Fig. 1B).
These significant correlations remained even when
unusually fast and slow outlier responses were removed
from the analyses (±2.5 S.D. from each individual's mean
latency to respond to the three stimulus categories RES,
HAZ and ambiguous) (Pearson's r=.31, n=66, pb.05;
Pearson's r=.30, n=67, pb.05, respectively). NA scores
were not correlated with latencies to classify ambiguous
stimuli as HAZ (Pearson's r=0.06, n=67, p=.631), nor
with latencies to classify unambiguous stimuli as HAZ
(Pearson's r=0.15, n=67, p=.227).

PA scores were not significantly associated with
latencies to classify ambiguous stimuli (RES: Pearson's
r=−0.23, n=67, p=.068; HAZ: Pearson's r=0.18, n=67,
p=.148) or unambiguous stimuli (RES: Pearson's
r=0.11, n=67, p=.390; HAZ: Pearson's r=−0.08, n=67,
p=.549).
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4. Discussion

Using the PANAS mood variable “negative activation”
(NA) as an indicator of individual variation in anxiety, we
found that, in line with our predictions, NA scores were
positively correlated with the tendency to interpret ambig-
uous stimuli as heralding hazards rather than resources (i.e.,
HAZ decisions were more frequent for people reporting
higher NA). That is, under conditions of uncertainty, and as
predicted by the affective modulation of the Smoke Detector
Principle presented in the Introduction, anxious participants
in the present experiment were more likely to “err on the side
of caution” and anticipate threat of some kind. This adds to
previous findings that affective state is associated with
variation in cognitive processes such as threat detection and
interpretation of potential threats (e.g., Eysenck, 1997;
Williams et al., 1997).

We further found that such individuals took longer to
decide that stimuli predicted resources and not hazards. For
both ambiguous and unambiguous stimuli, NA scores were
significantly positively correlated with latencies to decide
that resources and not hazards were predicted. This is
consistent with our suggestion that, under anxious mood
conditions that can reflect an increased probability of danger
(e.g., Eysenck et al., 2006; Nesse, 2001; 2005), an optimal
system would be expected to slow the speed at which it
decides that a stimulus predicts a fitness-increasing oppor-
tunity and not a threat, in order to achieve a potential increase
in accuracy (i.e., to avoid false-negative decisions— that no
threats are present when in fact they are). It also parallels
previous findings that anxious individuals show delayed
attentional disengagement from potential threat signals (e.g.,
unpleasant words, angry faces) (Fox, Russo, & Dutton,
2002; Fox, Russo, Bowles, & Dutton, 2001). Thus, it may be
the case that participants with heightened NA take more time
to make positive decisions (that stimuli predict resources and
not hazards), because, during evolutionary history, it has
been particularly important for individuals in such states to
be cautious, making sure that their decisions will not
endanger them (Haselton & Buss 2000; Haselton & Nettle
2006). At the very least, the present finding that NA mood
states were significantly associated with latencies to make
such decisions indicates that the decision mechanism(s) used
is open to temporal modulation. Whether NA moods are
causally involved in this modulation, and whether actual
speed–accuracy tradeoffs are affected by it, remains to be
investigated, as it was not possible to gauge accuracy of
response to the ambiguous stimuli used in the present task.

In the context of anxiety, we hypothesised that an optimal
system would trade accuracy for speed when deciding that
hazards were predicted (i.e., the opposite of our hypothesis
for decisions predicting resources). However, no evidence
for this was demonstrated in the present study; variations in
NA were not associated with speed of decisions (either
ambiguous or unambiguous) that stimuli predicted hazards.
This may be because the participants reporting relatively
high NA in this experiment were simply not anxious enough
to show this effect (mean NA scores for the whole sample
were 14.93, out of a potential maximum score of 50), or the
“hazards” used (threatening animal images and loss of
points) were not aversive enough. Another possible
explanation concerns the experimental design itself: varying
the speed at which decisions were made that a stimulus
predicted a hazard did not, within this experimental design,
directly affect the individual's chances of escaping that
hazard, because the affective outcomes were only delivered
after the decision was made. So sacrificing accuracy for
speed offered no actual advantage. A modification could be
made to the task, by adding a random element, in which the
hazards could be delivered even without a decision from the
participant, at any time point following the commencement
of each trial. If affective states were only found to be
associated with modulations of decision time in such time-
random tasks, our proposal that high-NA moods may have a
generalised influence on hazard-relevant decision times
would not be supported; instead, a more local, task-relevant
modulation would be indicated.

The self-reported mood variable that we considered as a
contrast case to high NA was low PA. High-PA scores
represent interested, enthusiastic and excited states, while
low scores represent the absence of such positive feelings
(e.g., the sad or depressed states associated with absence or
loss of fitness-increasing events or resources; see Carver,
2001; Mendl et al., 2010, for support of bipolar formulations
of PA/NA-like core affective systems). Such states have
been suggested to be valuable to individuals in low
opportunity environments, as they protect against fruitless
energy expenditure, although they may also be pathologi-
cally self-perpetuating, particularly within the social context
(Nesse, 2000; Nettle, 2009). Of interest here was whether the
relatively negative state of low PA would, like high NA, be
associated with pessimistic expectations (i.e., tending to
anticipate hazards and not resources), but not with temporal
modulations of hazard and resource-related decisions. This
was borne out in our findings: individual variations in PA
were significantly negatively correlated with the proportion
of negative decisions made about ambiguous predictor
stimuli (i.e., individuals with low PA were more likely to
predict hazards than resources), but not with the speed at
which such decisions were made. Obviously, we cannot
conclude that the PA variable is never associated with the
speed at which negative interpretative decisions are made.
Nevertheless, a possible interpretation is that the “pessimis-
tic” association found between low PA and decisions made
was primarily concerned with a decreased expectation of
resources (i.e., decreased probability or value of resources),
rather than an enhanced expectation of hazards, in response
to the ambiguous predictor stimuli (MacLeod et al., 1997).
We have no a priori reasons for expecting the PA variable to
be involved in the temporal modulation of resource- and
hazard-focused decisions, and our current findings are
consistent with this view.
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The present experiment offers partial empirical support
for our proposed extension of the Smoke Detector model of
threat detection and response in humans. By showing that
high-NA (anxious) individuals tend to make fewer and
slower decisions that stimuli predict resources and not
hazards, we can conclude that mood state is in some way
associated with the biasing and temporal modulation of such
decisions. Nevertheless, our current experimental design
includes a number of limitations. Further research will need
to be conducted to establish whether this finding represents
a true speed–accuracy trade-off, and whether anxiety plays
a causal role in the process. In addition, further studies,
using a wider variety of participant populations (e.g.,
representative adult samples, clinical samples, non-Western
samples, etc.), will be required to establish the broader
applicability and robustness of our findings (Henrich,
Heine, & Norenzayan, 2010). Experimental designs using
real-life hazards and resources of some kind will also be
necessary to establish the ecological validity of our claims.
For the present, our results indicate that the neural
mechanisms underlying decisions about how to respond
to potentially resource- and hazard-predicting stimuli are
likely to be affectively modulated and that this modulation
incorporates a temporal element, albeit not as fully as we
initially suggested. Models for exploring the mechanisms
required for such processes have been suggested by a
number of researchers in recent years and include signal-
detection approaches, as well as others that incorporate a
temporal component such as diffusion models (Bogacz,
2007; Bogacz, Brown, Moehlis, Holmes, & Cohen, 2006;
Ratcliff & Rouder, 1998; Ratcliff, & Smith, 2004; Ratcliff,
2002; Trimmer et al., 2008).

While much of the history of emotion and mood research
has focused on proximate causes, mechanisms and con-
sequences, there is now a growing interest in the evolutionary
origins of affective states, traits and disorders (e.g., Bless,
2002; Carver, 2003; McGuire & Troisi, 1998; Öhman &
Mineka, 2001). Although this can inevitably be a problematic
pursuit [e.g., see Ketelaar & Clore's, 1997 discussion of the
difficulties of disentangling proximate effects from ultimate
functions in the domain of emotion–cognition interactions],
an important advantage of investigating emotion from the
perspective of biological systems that have been subject to
natural selection is the potential for generating hypotheses
about psychological processes or mechanisms that may not
otherwise have been considered. The hypotheses we have
considered here can be regarded in this light. By proposing an
optimal model of threat detection, Nesse's (2005) Smoke
Detector Principle has inspired experimentalists to ask fresh
questions about the processes involved in threat-related
decision making. We hope that by continuing to generate
such hypotheses about the possible cognitive influences of
affective states, and exploring these experimentally, novel
information concerning the processes by which affective
states impinge on behavioural decisions will be generated.
These, in turn, may have applications in the diagnosis and
treatment of affective disorders (see Nesse, 2005, for
discussion of practical applications of such approaches) and
other areas of behavioural research where performance might
be influenced by anxiety, such as occupational psychology
and sports psychology.
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