Sensor Capability and Atmospheric Correction in Ocean Colour Remote Sensing
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Abstract: Accurate correction of the corrupting effects of the atmosphere and the water’s surface are essential in order to obtain the optical, biological and biogeochemical properties of the water from satellite-based multi- and hyper-spectral sensors. The major challenges now for atmospheric correction are the conditions of turbid coastal and inland waters and areas in which there are strongly-absorbing aerosols. Here, we outline how these issues can be addressed, with a focus on the potential of new sensor technologies and the opportunities for the development of novel algorithms and aerosol models. We review hardware developments, which will provide qualitative and quantitative increases in spectral, spatial, radiometric and temporal data of the Earth, as well as measurements from other sources, such as the Aerosol Robotic Network for Ocean Color (AERONET-OC) stations, bio-optical sensors on Argo (Bio–Argo) floats and polarimeters. We provide an overview of the state of the art in atmospheric correction algorithms, highlight recent advances and discuss the possible potential for hyperspectral data to address the current challenges.
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1. Introduction

Sensors mounted on satellites and aeroplanes have been monitoring the spectral properties of ocean water for over three decades [1–3]. Applications include climate research and characterisation of the atmosphere [4], ecological conservation [5], understanding the structure and function of marine ecosystems [6,7] and coastal and inland water studies [8–10]. There is a large variety in the spectral properties of different bodies of water with dramatic changes occurring with location and time of year. The colour of water can provide insights into the content of the water, such as levels of pollution and chlorophyll [11]. Even though, strictly speaking, colour is a perceptual term and not a physical property of objects [12], for simplicity, we use the term “colour” to describe spectral properties. Sensors with more than three bands (multispectral sensors) enable surface spectra to be captured in more detail than is possible with RGB cameras or the human eye. In ocean colour remote sensing, a distinction is made between multispectral and hyperspectral measurements. Multispectral sensors generally possess fewer spectral bands than hyperspectral sensors [13]. However, the principal difference is not the number of bands, but rather where the bands are located along the wavelength scale. Those of multispectral sensors are positioned with gaps between them, while the bands in hyperspectral sensors are contiguous positioned along the spectrum [13]. In the past, ocean colour remote sensors predominantly captured multispectral data, e.g., the Coastal Zone Color Scanner (CZCS) [2,14], the Sea-viewing Wide Field-of-View Sensor (SeaWiFS) [15], the Moderate-Resolution Imaging Spectroradiometer (MODIS) [3], the Medium-Resolution Imaging Spectrometer (MERIS) [16]
and the Visible Infrared Imaging Radiometer Suite (VIIRS) [17]. We are starting to see a move towards hyperspectral sensors [18–21], which brings with it both advantages and challenges. The advantages of hyperspectral data are that they can facilitate the use of spectroscopic techniques that analyse the spectral signal, such as derivative analysis [22], and if atmospheric effects are accurately corrected for, this technique can permit an improved understanding of bio-optical water properties, especially in complex turbid waters [23]. Past reviews suggest a hyperspectral resolution enables more accurate retrievals of biophysical properties due to its ability to sense in the narrow bands that characterise individual biophysical properties [24,25]. Another advantage with hyperspectral data is that they remove the need to choose the location of bands beforehand and permit retrievals over a range of regions and conditions [26].

One of the key challenges in capturing accurate satellite-based measurements of bodies of water is to correct for unwanted radiance contributions to the signal. In remote sensing, the contributions to the top-of-atmosphere (TOA) signal that reach a sensor contain atmospheric effects, water surface effects and water-leaving radiance. The water-leaving radiance generally only accounts for around 10% of the TOA signal [27], with the rest of the signal being corrupted by atmospheric and surface effects. The atmospheric correction process aims to take into account all of the contributions to the signal, so that the apparent optical properties (AOPs), such as normalised water-leaving radiance (or remote sensing reflectance), can be accurately retrieved. AOPs depend on the medium and on the geometric (directional) structure of the ambient light field [27–29]. Large errors can be introduced if the atmospheric correction step is done incorrectly, and this can lead to inaccuracies in the retrieval of AOPs [27,30]. These estimates are then used to derive the biological and biogeochemical properties of the water, such as concentrations of phytoplankton and chlorophyll-a [31], total suspended matter [32–34], coloured dissolved organic matter (CDOM) and detritus, or the inherent optical properties (IOPs) of the water, such as the absorption and scattering coefficients [35,36]. Phytoplankton is the primary producer in the ocean and plays an important role in the carbon cycle of the planet. Monitoring its levels and distribution provides insight into life in the ocean. A notable example is the case of algal blooms (Figure 1), some of which can be toxic, and which are the result of a population of phytoplankton rapidly increasing in size.

![Figure 1. Satellite image of an algal bloom off the southwest coast of England. This Landsat 7 false colour image was taken on 24 July 1999 and shows the spread of phytoplankton E. huxleyi, a species of coccolithophore. Image provided by the NERC EO Data Acquisition and Analysis Service Plymouth, with permission from S. Groom [37]. Approximate scale, north arrow and coordinates.](image-url)
The 10th report from the International Ocean Colour Coordinating Group (IOCCG) compared four atmospheric correction techniques and found that over the open ocean, with conditions of non- or weakly-absorbing aerosols could be considered a solved problem [30]. The areas that still require further research are turbid waters and conditions of strongly-absorbing aerosols [30]. These cases mostly occur in coastal and inland waters because of terrestrial influences, a general abundance of more phytoplankton and a temporally- and spatially-variable environment [38]. These waters are also the sites of the majority of human activity, and as such, accurate retrievals from these locations are of a high importance. Over these complex waters, current sensors and algorithms frequently produce errors with estimates of the normalised water-leaving radiance often being given a low bias and even sometimes a negative result in the short wavelength region [39]. Studies have compared the accuracy of atmospheric correction algorithms in turbid waters [40–42]. Some significant progress has been made for retrievals over turbid coastal and inland waters with the shortwave infrared (SWIR) based atmospheric correction algorithms in particular [29,40,43,44]. Recent reviews [45,46] have outlined advances in sensor technology, made suggestions for future missions and highlighted the challenges facing ocean colour remote sensing.

In this paper, we provide an overview of ocean colour sensors and atmospheric correction algorithms. We highlight how sensors with increased spectral, spatial, radiometric and temporal resolutions and combining data from other sources, such as the Aerosol Robotic Network for Ocean Color (AERONET-OC) [47] and polarimeters, have the potential to overcome the challenges for atmospheric correction over complex coastal and inland waters. We also show how this increase in data can facilitate the development of novel aerosol models and algorithmic approaches. We review sensors, providing an outlook on developing and future technology, with particular focus on addressing upcoming hyperspectral missions. The contributions to the TOA signal are outlined with a focus on atmospheric and water surface effects. We also provide an overview of the state of the art in atmospheric correction algorithms and discuss the opportunities and challenges for hyperspectral measurements.

2. Ground-Based Sensors

Ground-based sensors can be used to validate and vicariously calibrate data from satellite-mounted sensors [48–50] and to assist in the atmospheric correction process of ocean colour sensors [51]. In satellite ocean colour remote sensing, vicarious calibration [48] is necessary and has been done using natural targets (clear and relatively uniform waters), such as the Marine Optical Buoy (MOBY) in Hawaii [52], where the spectral reflectance of the targets has been verified via in situ measurements [53]. In fact, the vicarious calibration for a satellite ocean colour sensor is the calibration for the entire system, including sensors and algorithms (particularly for atmospheric correction) [48].

2.1. Land-Based Sensors

AERONET was set up as a way to monitor the optical properties of atmospheric aerosols which work towards supporting satellite captured data on both a global and regional scale [47,54]. Spectral radiometers capture measurements of the sun to determine aerosol optical depth (sometimes termed aerosol optical thickness) and water vapour levels. Measurements of the sky radiance are also compared to the direct sun measurements to determine the size distribution and phase function of the aerosols [54]. The data are then distributed in near real time and can be used in conjunction with remotely-sensed data [54]. AERONET-OC [55] has been added to some of the coastal AERONET stations so that, as well as providing aerosol optical properties, ocean colour instruments can continuously monitor water-leaving radiances throughout the visible and near infrared (NIR) wavelength ranges [47].
2.2. Sea-Based Sensors

As AERONET stations are restricted to land, the ship-based Maritime Aerosol Network (MAN) [56] has extended AERONET measurements into open ocean locations [57]. There are also a number of moored buoys, such as the Boussole buoy [58] and MOBY [52,59], which are equipped with measuring instruments that facilitate the validation and calibration of satellite-based ocean colour sensors. The Boussole buoy has been moored in the Mediterranean Sea since 2003 and has been used for the calibration and validation of MERIS, SeaWiFS, MODIS and Polarization and Directionality of the Earth’s Reflectances (POLDER) [58]. This buoy measures upward and downward radiance, beam attenuation, backscattering, and phytoplankton and chlorophyll fluorescence [58]. These measurements are complemented by a monthly research cruise program and a nearby AERONET station [58]. MOBY is moored off the island of Lanai in Hawaii [60], and the site is usually in stable and oligotrophic (clear-ocean) waters. The MOBY program has been providing consistently high-quality clear-ocean optics data since 1997, supporting various satellite ocean colour missions, such as SeaWiFS [61], MODIS [50], the Ocean Color and Temperature Scanner (OCTS), POLDER [53,59,62] and VIIRS [17]. MOBY in situ data are available from the NOAA CoastWatch website [63]. In a recent study, Wang et al. [64] showed that accurate long-term and consistent MOBY data can be used not only for the required system vicarious calibration [65] for satellite ocean colour data processing, but also to characterise and monitor both the short-term and long-term sensor on-orbit performance.

An extensive network of Argo floats throughout the world’s oceans measure temperature and salinity [66]. In 2008, the IOCCG set up a working group to focus on extending this network of profiling floats for the benefit of the ocean colour community. These new Bio–Argo floats collect radiometric and bio-optical data and increase the density of measurements that can be used as a ground truth to compare to the output of inversion algorithms or to compliment remotely-sensed data by providing insight into the previously unknown vertical dimension of the world’s oceans [67]. Studies into bio-optical properties have made use of Bio-Argo floats to investigate CDOM dynamics in the Mediterranean [68], phytoplankton dynamics in the oligotrophic layer of the subtropical Pacific and the Mediterranean [69] and the interrelationships between chlorophyll-\(a\) concentration, the backscattering coefficient and the beam attenuation coefficient in the North Atlantic [70]. Another study combined satellite and float data to explore the interplay between nitrates and chlorophyll concentrations in the Mediterranean [71]. Progress has also been made in the realisation of low-cost small-scale solutions to water monitoring, which could be distributed on a large scale and used to complement remotely-sensed data [72]. In particular, a recent study demonstrated a device that makes use of two filters and a CMOS sensor array to measure the fluorescent properties of chlorophyll-\(a\) and CDOM molecules [72].

The SeaWiFS Bio-optical Archive and Storage System (SeaBASS) is a repository database that contains data collected through NASA and other programs that are used for ocean colour products’ validation and the evaluation of algorithms within the ocean colour community [73]. This includes in situ optical, bio-optical and atmospheric measurements from the international community and incorporates data collected from MOBY and AERONET-OC [73].

3. Remote Sensors

3.1. Sensor Resolutions

The first space-based multispectral sensor for ocean colour remote sensing was Coastal Zone Color Scanner (CZCS), which was launched by NASA in 1978 [2,14]. CZCS featured six separate channels; the first four, at 433–453 nm, 510–530 nm, 540–560 nm and 660–680 nm, were used to monitor concentrations of chlorophyll-\(a\) and for atmospheric correction [2,14]. The fifth channel at 700–800 nm was used to discriminate clouds and land from the open ocean, as well as to map surface vegetation. The sixth channel, a thermal band at 10,500–12,500 nm, was used to monitor
ocean temperatures [14]. The spatial resolution of CZCS was 825 m. More recent ocean colour sensors capture images with higher spatial and spectral resolutions. For example, the recently retired (September 2014) Hyperspectral Imager for the Coastal Ocean (HICO) [18] on board the International Space Station had 128 bands ranging from 380–960 nm and, as such, captured a much more detailed spectral signal at each pixel in a scene than was possible with CZCS. The spatial resolution (90 m) was also much more precise for each pixel. Multispectral and hyperspectral ocean colour sensors are compared in Table 1 [14,18–21,74–93].

While the majority of remote sensing platforms are satellites, hyperspectral imagers have been mounted onto aeroplanes, such as the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) [74], AVIRIS Next Generation (AVIRIS-NG) [83] and the Portable Remote Imaging Spectrometer (PRISM) [86]. We are also starting to see lightweight systems being developed specifically for use with unmanned aerial vehicles (UAVs) [94]. A satellite-based sensor is able to cover a larger area than an aeroplane or UAV, although at a lower spatial resolution. Nowadays, space-based sensors possess more and more detailed spatial resolutions. A spatial resolution of 100 m has been recommended in order to characterise coastal waters [95,96]. However, a more detailed resolution is required for areas that contain a high diversity of phytoplankton in certain coastal and inland waters [26,46]. The Landsat missions were not intended to be used for ocean colour remote sensing; however, due to their high spatial resolution, they have been useful for the characterisation of complex coastal waters [97,98]. The Operational Land Imager (OLI) onboard Landsat 8 has a spatial resolution of 30 m, which facilitates the identification of small-scale turbidity features and is able to show that suspended sediments in coastal waters are spatially highly variable [99].

The first space-based hyperspectral sensors (Compact High Resolution Imaging Spectrometer (CHRIS) [79] and Hyperion [78]) brought the advantages of airborne hyperspectral imagers (high spectral and spatial resolution) to larger areas and for much longer time scales. Unfortunately, both of these sensors have been plagued with issues, such as unreliable spectral and radiometric calibration [100] and their low signal-to-noise ratio (SNR), especially over bodies of water, and this often leads to poor retrievals [101,102], e.g., the SNR of Hyperion ranges between 50:1 and 150:1 [103]. As HICO was specifically developed for ocean colour sensing, its 128 bands, which cover a spectral range from 380–960 nm, capture with a reasonable SNR (>200:1 for water-penetrating wavelengths and assuming 5% albedo) [18]. The high spectral resolution of HICO was applied to a variety of applications, such as the removal of thin cirrus clouds [104], estimation of the levels of chlorophyll-\(\alpha\) [105], detection of red tide [106], monitoring the quality of water [107] and the mapping of seagrass [108]. No standard atmospheric correction method was developed for HICO, and one method that has been used is Tafkaa [109]. Tafkaa makes use of the black pixel approach, which assumes that the water-leaving radiance is equal to zero in the NIR or SWIR, and the measurements taken from a band in one of these regions only contain aerosol effects. Turbid waters do not have zero water-leaving radiance in the NIR bands [43,110,111], and one limitation with HICO was its lack of SWIR bands. For HICO to achieve accurate retrievals over turbid waters, measurements of the aerosol optical depth [112] and aerosol type [113] needed to be either estimated or measured from other sources, such as AERONET. Other limitations include the fact that HICO suffered from spectral shifts (of up to 1 nm) and a low radiometric sensitivity (especially below 450 nm) [102]; it was not designed for regular global coverage [114], and its location on the International Space Station only permitted data capture within the latitude range \(\approx +54°/−53°\) (which covered around 80% of the Earth’s surface) [115].
Table 1. Multispectral and hyperspectral ocean colour remote sensors. The table shows how there is a trend towards hyperspectral sensors (grey) and an increase in spectral and spatial resolution. Geostationary orbits will also provide an increase in temporal resolution. Key: —, Not known at the time of submission; Spatial Res., Spatial Resolution; CZCS, Coastal Zone Color Scanner; AVIRIS, Airborne Visible/Infrared Imaging Spectrometer; OCTS, Ocean Color and Temperature Scanner; SeaWiFS, Sea-viewing Wide Field-of-View Sensor; ETM+, Enhanced Thematic Mapper Plus; CHRIS, Compact High Resolution Imaging Spectrometer; MERIS, Medium-Resolution Imaging Spectrometer; MODIS, Moderate-Resolution Imaging Spectroradiometer; POLDER, Polarization and Directionality of the Earth’s Reflectances; NG, Next Generation; HICO, Hyperspectral Imager for the Coastal Ocean; GOCI, Geostationary Ocean Color Imager; VIIRS, Visible Infrared Imaging Radiometer Suite; PRISM, Portable Remote Imaging Spectrometer; OLI, Operational Land Imager; TIRS, Thermal Infrared Sensor; SGLI, Second Generation Global Imager; OLCI, Ocean and Land Colour Instrument; HISUI, Hyperspectral Imager Suite; MSS, Multi Spectral Sensor; HSS, Hyper Spectral Sensor; PRISMA, Precursore Iperspettrale della Missione Operativa; EnMAP, Environmental Mapping and Analysis Program; OCI, Ocean Color Instrument; OES, Ocean Ecology Sensor; HyspiRI, Hyperspectral Infrared Imager; ADEOS, Advanced Earth Observing Satellite; EO, Earth Observing; EOS, Earth Observing System; PARASOL, Polarization and Anisotropy of Reflectances for Atmospheric science coupled with Observations from a Lidar; COMS, Communication, Ocean and Meteorological Satellite; S-NPP, Suomi National Polar-orbiting Partnership; JPSS, Joint Polar Satellite System; GCOM, Global Change Observation Mission; ALOS, Advanced Land Observation Satellite; PACE, Pre-Aerosol, Clouds and Ocean Ecosystem; ACE, Aerosol Cloud Ecosystem; GEO-CAPE, Geostationary Coastal and Air Pollution Events.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Sensor</th>
<th>No. of Bands</th>
<th>Spectral Range (nm)</th>
<th>Spatial Res. (m)</th>
<th>Coverage (km)</th>
<th>Orbit</th>
<th>Revisit (Days)</th>
<th>Location</th>
<th>Origin</th>
<th>Launch</th>
</tr>
</thead>
<tbody>
<tr>
<td>[14]</td>
<td>CZCS</td>
<td>5 and 1</td>
<td>433–800 and 10,000–12,500</td>
<td>825</td>
<td>1556</td>
<td>Sun-sync</td>
<td>6</td>
<td>Nimbus 7</td>
<td>USA</td>
<td>1978</td>
</tr>
<tr>
<td>[74]</td>
<td>AVIRIS</td>
<td>224</td>
<td>410–2500</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Airborne</td>
<td>USA</td>
<td>1987</td>
</tr>
<tr>
<td>[75]</td>
<td>OCTS</td>
<td>8 and 4</td>
<td>402–885 and 3550–12,700</td>
<td>700</td>
<td>1400</td>
<td>Sun-sync</td>
<td>41</td>
<td>ADEOS</td>
<td>Japan</td>
<td>1996</td>
</tr>
<tr>
<td>[76]</td>
<td>SeaWiFS</td>
<td>8</td>
<td>402–885</td>
<td>1100</td>
<td>2801</td>
<td>Sun-sync</td>
<td>1</td>
<td>OrbView-2</td>
<td>USA</td>
<td>1997</td>
</tr>
<tr>
<td>[77]</td>
<td>ETM+</td>
<td>8</td>
<td>450–2350</td>
<td>30/60</td>
<td>185</td>
<td>Sun-sync</td>
<td>16</td>
<td>Landsat 7</td>
<td>USA</td>
<td>1999</td>
</tr>
<tr>
<td>[78]</td>
<td>Hyperion</td>
<td>220</td>
<td>400–2500</td>
<td>30</td>
<td>7.5 × 100</td>
<td>Sun-sync</td>
<td>16</td>
<td>EO-1</td>
<td>USA</td>
<td>2000</td>
</tr>
<tr>
<td>[79]</td>
<td>CHRIS</td>
<td>19/63</td>
<td>413–1050</td>
<td>18/36</td>
<td>14</td>
<td>Sun-sync</td>
<td>7</td>
<td>Proba-1</td>
<td>EU</td>
<td>2001</td>
</tr>
<tr>
<td>[80]</td>
<td>MERIS</td>
<td>15</td>
<td>390–1040</td>
<td>300/1200</td>
<td>1150</td>
<td>Polar</td>
<td>3</td>
<td>Envisat-1</td>
<td>EU</td>
<td>2002</td>
</tr>
<tr>
<td>[81]</td>
<td>MODIS Aqua</td>
<td>19 and 16</td>
<td>405–2155 and 3660–14,385</td>
<td>250/500/1000</td>
<td>2330</td>
<td>Sun-sync</td>
<td>1–2</td>
<td>EOS-PM</td>
<td>USA</td>
<td>2002</td>
</tr>
<tr>
<td>[82]</td>
<td>POLDER 3</td>
<td>15</td>
<td>443–1020</td>
<td>6000</td>
<td>2400</td>
<td>Sun-sync</td>
<td>1</td>
<td>PARASOL</td>
<td>France</td>
<td>2004</td>
</tr>
<tr>
<td>[83]</td>
<td>AVIRIS-NG</td>
<td>426</td>
<td>380–2510</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Airborne</td>
<td>USA</td>
<td>2009</td>
</tr>
<tr>
<td>[84]</td>
<td>HICO</td>
<td>128</td>
<td>380–960</td>
<td>90</td>
<td>~42 × 192</td>
<td>ISS orbit</td>
<td>~10</td>
<td>International Space Station</td>
<td>USA</td>
<td>2009</td>
</tr>
<tr>
<td>[85]</td>
<td>GOCI</td>
<td>8</td>
<td>412–865</td>
<td>500</td>
<td>2500</td>
<td>Geostationary</td>
<td>1/24</td>
<td>COMS</td>
<td>S. Korea</td>
<td>2010</td>
</tr>
<tr>
<td>[86]</td>
<td>VIIRS</td>
<td>15 and 7</td>
<td>402–2280 and 3550–12,490</td>
<td>375/750</td>
<td>3000</td>
<td>Sun-sync</td>
<td>1</td>
<td>S-NPP and JPSS</td>
<td>USA</td>
<td>2011</td>
</tr>
<tr>
<td>[87]</td>
<td>PRISM</td>
<td>202</td>
<td>350–1050 and 1240,1610</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>Airborne</td>
<td>USA</td>
<td>2012</td>
</tr>
<tr>
<td>[88]</td>
<td>OLI/TIRS</td>
<td>9 and 2</td>
<td>435–2294 and 10,600–12,510</td>
<td>30/60</td>
<td>185</td>
<td>Sun-sync</td>
<td>16</td>
<td>Landsat 8</td>
<td>USA</td>
<td>2013</td>
</tr>
<tr>
<td>[89]</td>
<td>SGLI</td>
<td>19</td>
<td>380–865</td>
<td>250</td>
<td>1150</td>
<td>Sun-sync</td>
<td>1–3</td>
<td>GCOM-C1</td>
<td>Japan</td>
<td>2017</td>
</tr>
<tr>
<td>[90]</td>
<td>OLCI</td>
<td>21</td>
<td>400–1020</td>
<td>300/1200</td>
<td>1270</td>
<td>Sun-sync</td>
<td>~2</td>
<td>Sentinel-3</td>
<td>Europe</td>
<td>2015</td>
</tr>
<tr>
<td>[91]</td>
<td>HISUI (MSS)</td>
<td>4</td>
<td>485–635</td>
<td>5</td>
<td>90</td>
<td>Sun-sync</td>
<td>60</td>
<td>ALS-3</td>
<td>Japan</td>
<td>2015</td>
</tr>
<tr>
<td>[92]</td>
<td>HISUI (HSS)</td>
<td>185</td>
<td>400–2500</td>
<td>30</td>
<td>30</td>
<td>Sun-sync</td>
<td>60</td>
<td>ALS-3</td>
<td>Japan</td>
<td>2015</td>
</tr>
<tr>
<td>[93]</td>
<td>PRISMA</td>
<td>237</td>
<td>400–2505</td>
<td>30</td>
<td>30</td>
<td>Sun-sync</td>
<td>3.5</td>
<td>PRISMA</td>
<td>Italy</td>
<td>2015</td>
</tr>
<tr>
<td>[94]</td>
<td>EnMAP</td>
<td>244</td>
<td>420–2450</td>
<td>30</td>
<td>30</td>
<td>Sun-sync</td>
<td>4</td>
<td>EnMAP</td>
<td>Germany</td>
<td>2017</td>
</tr>
<tr>
<td>[95]</td>
<td>OCI</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Polar</td>
<td>—</td>
<td>PACE</td>
<td>USA</td>
<td>2018</td>
</tr>
<tr>
<td>[97]</td>
<td>OES</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Polar</td>
<td>—</td>
<td>ACE</td>
<td>USA</td>
<td>&gt;2020</td>
</tr>
<tr>
<td>[98]</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>Geostationary</td>
<td>—</td>
<td>GEO-CAPE</td>
<td>USA</td>
<td>&gt;2022</td>
</tr>
<tr>
<td>[99]</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>HyspiRI</td>
<td>USA</td>
<td>&gt;2022</td>
</tr>
</tbody>
</table>

Ref. Sensor No. of Bands Spectral Range (nm) Spatial Res. (m) Coverage (km) Orbit Revisit (Days) Location Origin Launch
Radiometric resolution is defined as the minimum amount of radiance that each spectral band of a sensor can reliably measure, and it is determined by the way the data are digitally stored [26]. Other important radiometric capabilities include SNR and radiometric dynamic range. The dynamic range determines a sensors’ ability to measure pixels of low radiance (e.g., over water) at the same time as ensuring that nearby bright pixels (e.g., over clouds) are not oversaturated [26].

The satellites in Table 1 are predominantly in a polar orbit, which means that on each orbit, they pass over the poles of the Earth and at a different location on the Equator, therefore covering all of the Earth over the course of their revisit time (the time it takes to return to over a specific location). Sun-synchronous orbits maintain a constant position in relation to the Sun, so that the monitored areas are illuminated consistently. On the other hand, geostationary satellites [84] constantly monitor a specific location on the Earth, as their orbits follow the speed and direction of the Earth’s rotation. The first geostationary ocean colour satellite sensor, Geostationary Ocean Color Imager (GOCI) onboard the Korean Communication, Ocean and Meteorological Satellite (COMS), was launched in June of 2010 and has eight spectral bands from blue to NIR (412–865 nm) [116]. GOCI’s hourly measurements during the daytime are a unique capability for short-term (e.g., diurnal variation) and long-term regional ocean environmental monitoring [117–119].

3.2. Other Sensors

The Multiangle Imaging Spectroradiometer (MISR) may complement ocean colour sensors by using nine cameras to sample a range of scattering angles and provide information about the particle concentrations of atmospheric aerosols. These include aerosol optical depth, the Angstrom exponent, aerosol type, the size and shape of particles and some information on single scattering albedo [120–123]. The Advanced Along Track Scanning Radiometer (AATSR) is another remote instrument that provides complementary data of clouds and aerosols that can be used in the atmospheric correction process [124]. Polarised light measurements show potential for aiding the atmospheric correction process [125,126]. POLDER is the only in-orbit sensor that captures both radiometric and polarimetric measurements [125]. POLDER uses a specific aerosol detection and atmospheric correction algorithm, Polarization-based Atmospheric Correction (POLAC) [125]. He et al. [126] demonstrated the potential for polarised patterns of light to provide useful additional information that can complement the data captured by spectral imagers in order to better understand atmospheric effects. Through a simulation, polarised light was shown to decrease the effects of sun glint and increase the TOA signal [126].

4. Sensors: Outlook

A number of reports have outlined requirements for future ocean colour sensors [91,127,128] and provided insight into the potential capabilities of future hardware. These included reports by the IOCCG [128] and NASA [127], which detailed desirable future ocean colour sensor specifications, and a report by NASA in preparation for the Pre-Aerosol, Clouds and Ocean Ecosystem (PACE) mission [91]. These reports suggest that future space-based sensors will possess enhanced spectral, spatial, radiometric and temporal resolutions [91].

4.1. Sensor Resolutions

A recent review provides examples of the spectral, spatial, radiometric and temporal resolutions required for future sensors for various ocean colour applications [46]. Future hyperspectral sensors include Precursore Iperspettrale della Missione Operativa (PRISMA) [129], the Hyperspectral Imager Suite (HISUI) [130], the Environmental Mapping and Analysis Program (EnMap) [89], the Hyperspectral Infrared Imager (HyspIRI) [21] and the Ocean Radiometer for Carbon Assessment (ORCA), which is a prototype being designed to meet the requirements of NASA’s Aerosol-Cloud-Ecosystem (ACE) and PACE missions [131]. These sensors possess high spatial and spectral resolutions, including SWIR bands with a SNR high enough to validate the black pixel assumption (see Section 6.1 for a definition) over turbid waters [132]. One drawback
is the temporal resolution they provide, which is always more than a few days and, therefore, inadequate for certain applications, such as monitoring algal blooms [114]. Another issue is the lack of global collaboration between satellite missions, and the ocean colour community could benefit from missions working together by sharing data and ensuring there are no gaps in data collection between missions.

The mission PACE seeks to determine how much aerosol-type data are required to greatly improve atmospheric correction for retrievals and to discover when and where this information is most important [91]. The recommendations for the mission as set out in the report indicate a 5-nm spectral resolution between 350 and 800, with bands for atmospheric correction in the NIR (865 nm and either 820 or 940 nm) together with the SWIR bands 1240, 1640 and 2130 nm [91]. A band in the near ultraviolet (UV) at 350 nm was also recommended. Bands in the near UV can be used to characterise concentrations of CDOM [133,134] and nitrates [38], as well as being useful in accounting for absorbing aerosols in the atmospheric correction process [135]. The PACE report also recommended a spatial resolution of 1 km and a revisit time of two days [91]. However, this limited spatial resolution makes it unsuitable for detailed characterisation of complex inland and coastal waters [136].

Data collected from hyperspectral airborne missions are particularly enlightening as to what can be expected from future satellite hyperspectral imagers. PRISM offers high SNR (500:1 at 450 nm) and spectral resolution in the 380–600 nm range, which is useful for chlorophyll measurements [137,138]. Data collected with PRISM was also used to demonstrate the possibility of discriminating floating vegetation, such as seagrass and Sargassum based on spectral signature [139]. In the period 2013–2015, the HyspIRI Airborne Campaign collected data from five flights over California using AVIRIS and the MODIS/ASTER Airborne Simulator (MASTER) from a high altitude platform (NASA ER-2) to simulate the data that would be acquired by HyspIRI and to determine its appropriate sensor resolutions [138,140]. Various teams have explored the potential of HyspIRI to monitor inland waters and wetlands [26,136,141], coastal waters [139,142,143] and the open ocean [138,144]. A study was also conducted to assess whether HyspIRI data could enable improvements to the Atmospheric Removal Program (ATREM) atmospheric correction method [145]. Contributions included changes to gas absorption coefficients and taking into account liquid and ice absorption for the task of water vapour estimation [145]. As the focus of this study was atmospheric correction over land regions, there were no suggestions on the potential for HyspIRI to improve atmospheric correction methods over water.

Remote sensing of freshwater ecosystems can be problematic as they are often small and contain complex biophysical properties and, therefore, require sensors with high spatial and spectral resolutions [26]. The required spectral resolution for this task is addressed with the specifications of HyspIRI [26]. A spatial resolution of 60 m may not be enough to distinguish the diversity encountered in certain wetland regions and phytoplankton populations [26]. This spatial resolution enables the characterisation of 90% of freshwater ecosystems in Europe, but less than 20% in Australia [26]. The initial sensor design has been updated, so a spatial resolution of 30 m is now expected [141]. However, even a 30-m resolution is inadequate when waters contain certain buoyancy regulating phytoplankton (e.g., cyanobacteria), as their distribution leads to underestimation of chlorophyll levels [146]. The major limitation with HyspIRI is the revisit time of 16 days, which is further extended when cloudy days are taken into consideration. This makes the mission only suitable for monitoring slow changing processes that can be characterised on a seasonal or annual basis and is therefore unsuitable for the characterisation of harmful algal blooms [26,136]. The radiometric resolution, in particular the high dynamic range and SNR proposed for HyspIRI, is particularly appropriate for inland waters [26]. The advantages of this mission are its global coverage and the fact that its data will be made publicly available, so it will be well suited to a range of applications and end users [26].

Monitoring giant kelp is currently challenging as these algae are highly dynamic in comparison to many primary producers that create habitats [142]. A spectral index was developed to assess
the physiological condition of kelp fronds based on chlorophyll-a and carbon ratios. It was able to explain 76% of observations from aircraft observations collected by AVIRIS as part of the HyspIRI Airborne Campaign [142]. The majority (96%) of kelp patches are smaller than 3600 m$^2$ [147]. The spectral and spatial resolution of HyspIRI will be suitable to monitor the seasonal variation in giant kelp populations, and the revisit time is sufficient to observe global kelp habitats cloud free at least once per seasonal cycle [142]. Measuring pelagic (open water) Sargassum remotely is challenging. The increased spectral resolution of HyspIRI will enable the characterization of Sargassum apart from spectrally-similar floating materials, such as Trichodesmium (filamentous cyanobacteria), Syringodium (sea grass), Ulva (sea lettuce), refuse and emulsified oil [143]. This study [143] assumed the initial design of the sensor with a 60-m spatial resolution together with an SNR of 200:1. Through the use of spectral unmixing, these resolutions would permit the observation of Sargassum patches that are more than 1 m wide and over 180 m long [143]. HypsIRI would be unable to monitor small-scale patches of Sargassum [143].

The characterisation of phytoplankton functional types (PFTs) in the complex waters of coastal regions is important for the detection of harmful algal blooms [148]. Phytoplankton detection with optics (PHYDOTax) is an algorithm that can determine PFTs from spectral shape information in the visible spectrum [138]. Two commonly-used atmospheric correction algorithms (ATREM [149] and Tafkaa [109]) were unable to provide adequate input to PHYDOTax in order to measure PFTs and chlorophyll-a in Monterey Bay (Pacific coast, USA) [138]. A version of ATREM modified by using the OC3 (Ocean Color 3) chlorophyll-a algorithm was able to measure chlorophyll-a, but not PFTs from PHYDOTax [138]. These findings suggest that sensor improvements are required to enable the measurement of PFTs, such as optimising the SNR in the blue–green range [105], as well as improving the SNR and spectral resolution in the 380–600-nm range, which is useful for chlorophyll measurements [138].

Geostationary mounted sensors, such as GOCI [84,116], are likely to become more prevalent in the future with GOCI-II planned for launch in 2018 [92] and NASA’s Geostationary Coastal and Air Pollution Events (GEO-CAPE) mission due for launch after 2022 [93]. The GEO-CAPE mission will provide high spectral, spatial, radiometric and temporal resolution, although as it will be positioned in a geostationary orbit, it will only provide products for the Americas, not global coverage [101,150]. Geostationary satellites can form data of a much higher temporal resolution because they capture images every couple of hours, whereas satellites in a polar orbit revisit the same place once every few days [117–119]. These extra data can be exploited in order to avoid problems associated with clouds and to gain insights into ocean diurnal variations (e.g., the tidal process). Geostationary orbits may bring new challenges for atmospheric correction, for example problems associated with high solar-zenith angles at late afternoon measurements, which increase the distance through air between the Earth’s surface and the sensor. In addition, highly turbid water in GOCI’s covered ocean regions may still be an issue, in particular as GOCI lacks SWIR bands. Wang et al. [151] developed an atmospheric correction algorithm for GOCI based on the MODIS SWIR-derived NIR ocean colour data, and the GOCI-derived ocean colour data were shown to be quite reasonable [119].

4.2. Other Sensors

We may see an increase in the amount of ground-based sensors, such as AERONET, Maritime Aerosol Network and Bio-Argo floats. This would provide data to more regions, which could aid in vicarious calibration and the atmospheric correction process. These instruments require an increased spectral resolution and SNR to be useful for comparisons with hyperspectral remote measurements, and novel in situ sensors are required that are able to measure the spectral characteristic of backscattering [46]. Previous studies have demonstrated that there may be some advantages to making use of polarisation measurements for getting aerosol information [125,126]. In light of this, we may see future sensors equipped with this capability. The Second Generation Global Imager (SGLI) aboard the Global Change Observation Mission-Climate (GCOM-C) satellite, which is due to launch
in early 2017, will be equipped with two multi-directional polarisation channels [87]. The polarimeter can be set at angles of 0°, 60° and 120° and moved up to 45° along the direction of the track, therefore allowing the instrument to extend its ability to capture the polarised aerosol signal. The ACE mission has recommended making use of a polarimeter [90], and the PACE mission has recommended the inclusion of a multispectral, multi-directional, multi-polarisation (3M) imager to enhance retrievals of aerosol optical depth and absorption [91].

5. Contributions to the Top-of-Atmosphere Signal

Figure 2 displays the radiances reaching a sensor at different distances from the water and was generated by a radiative transfer simulation [152]. The plot shows that the contribution of atmospheric effects increases with distance.
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**Figure 2.** At-sensor radiances for a variety of altitudes. Increasing the altitude leads to an increase in the deterioration of the signal due to the atmospheric effects, which demonstrates the importance of accounting for the vertical distribution of aerosols (especially absorbing aerosols). The data were created with a radiative transfer simulation where the contributions of the surface effects and water-leaving radiance remained constant for all of the sensor altitudes [152]. Figure courtesy of C. Mobley, Ocean Optics Web Book [152].

Figure 3 shows the at-sensor radiance from Figure 2 at a distance of 3000 m divided into the contributions from the water-leaving radiance, the surface reflectance and the atmosphere. To calculate the water-leaving radiance, it is necessary to factor out the other contributions. In this section, we review atmospheric contributions with a specific focus on aerosols (as they are highly variable and therefore difficult to characterise), water surface effects and other corruptions to the signal.
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**Figure 3.** At-sensor radiance for a sensor at 3000 m, divided into the contributions from the atmospheric effects, surface effects and water-leaving radiance. Retrieving the water-leaving radiance is often the principle goal of ocean colour remote sensing, and as it is only a relatively small percentage of the total contribution, it is important to accurately estimate the other factors that deteriorate the signal. The data were created with a radiative transfer simulation [152]. Figure courtesy of C. Mobley, Ocean Optics Web Book [152].
5.1. Atmospheric Contributions

The contributions of the atmosphere to the signal consist of the absorption of major gases, water vapour, Rayleigh scattering and aerosol effects [27,30]. Radiative transfer equations are used to create detailed models which account for the radiative transfer of light through the atmosphere [27,29,30]. The absorption coefficients of the major gases (oxygen, ozone, carbon dioxide, methane and nitrous oxide) in the atmosphere are well understood and can be simulated by taking into account atmospheric pressure, temperature, and solar and sensor geometry [27,30,153]. The effects of water vapour can be simulated on a pixel-by-pixel basis by making use of specific absorption bands (depending on those that are available from the sensor [154]). Rayleigh scattering can be estimated from the solar and sensor geometry, wind speed and atmospheric pressure [155–158]. As aerosols are spatially and temporally variable, the accurate retrieval of aerosol effects is often the most critical step in the atmospheric correction pipeline.

The optical properties of atmospheric aerosols can be classified in terms of their aerosol optical depth, Angstrom exponent, single scattering albedo, phase function and size distribution [27,30,159]. Early aerosol models were developed by Shettle and Fenn [160], who categorised different aerosol types into oceanic, maritime, tropospheric and urban with varying amounts of relative humidity. Gordon and Wang [27] made use of the maritime and tropospheric models of Shettle and Fenn for the open ocean and introduced an aerosol model specifically for coastal waters, which is 99.5% tropospheric and 0.5% oceanic. Moulin et al. [161] later introduced a dust model, which, together with the urban category, included strongly-absorbing aerosols that pose problems for atmospheric correction algorithms based on the black pixel assumption (see Section 6.1 for a definition).

The availability of data from AERONET has paved the way for the creation of aerosol models [159,162]. Ahmad et al. [159] developed a model for the ocean colour sensors, SeaWiFS and MODIS. The model takes into account eight variations of relative humidity (95%, 90%, 85%, 80%, 75%, 70%, 50% and 30%), as well as 10 variations on how fine or coarse the particles are, resulting in a total of 80 variants [159]. The model has been shown to improve the accuracy of aerosol optical depth and the Angstrom exponent in comparison to previous models. However, retrievals of normalised water-leaving radiance were not significantly different from older models, and this is because atmospheric correction is the correction for the aerosol radiance and not aerosol optical properties. In fact, some new results show that reasonable ocean colour products can be derived without using aerosol models at all in atmospheric correction [163].

A number of atmospheric correction methods, such as the spectral optimisation algorithm (SOA) [164,165] and the NeuroVaria (neuro-variational) method [166,167], have made use of a simple model that uses a Junge power-law distribution to characterise the size of aerosol particles, together with a complex refractive index that is wavelength independent. For the spectral optimisation algorithm, the diameter of the particles is \( D \), and \( dN \) is the number of particles per unit volume in the size interval \( D ± dD / 2 \) [164]:

\[
\frac{dN}{dD} = K, \quad D_0 < D \leq D_1,
\]

\[
= K \left( \frac{D_1}{D} \right)^{v+1}, \quad D_1 < D \leq D_2,
\]

\[
= 0, \quad D > D_2.
\]

The values of \( D_0, D_1 \) and \( D_2 \) were set as 0.06 µm, 0.2 µm and 20 µm, respectively. The six values for size parameter \( v \) were chosen at intervals of 0.5 between 2.0 and 4.5 [164]. As models based on the Junge power-law distribution do not require a comprehensive set of \textit{in situ} measurements, they have the potential to be applied universally. One limitation of these simple models is that they assume that the particles are spherical, which does not accurately account for the diversity of aerosol particles [165].
5.2. Water Surface Effects

Water surface issues include sun glint, ocean surface reflection, sky glint, whitecaps or surface foam. Ideal conditions for ocean colour remote sensing are a relatively low solar- and sensor-zenith and avoiding sun glint [30].

The magnitude of the contribution from whitecaps and surface foam is principally reliant on wind speed [168–171]. However, other influences include air and water temperature, fetch, salinity and surface tension [170]. Wind speed is used to calculate the influence of whitecaps (based on the model of Koepke [169]) and the influence of sun glint (using the model of Cox and Munk [172]). Wind speed data from the National Center for Environmental Prediction (NCEP) has been used from SeaWiFS (1997) for all NASA ocean colour missions [173]. However, all this data has a temporal resolution of six hours, and variations from the average will lead to inaccurate atmospheric correction and, therefore, errors in the retrievals of bio-optical water properties. Satellite-mounted scatterometers are capable of taking accurate measurements of wind speed at the ocean surface [174], and their widespread use could be adopted so that wind speed measurements are captured simultaneously with spectral data and can be input to sun glint and whitecap models. However, it was found that the whitecap radiance contribution at the TOA is not as important as originally thought [170].

Sun glint occurs when sunlight reflects off the surface of the water into the field of view of the sensor [172,175,176]. The factors that can affect sun glint are the relative position of the Sun and sensor, as well as cloud cover and wind speed (as rougher surfaces create more angles for the light to reflect off) [177]. To avoid sun glint, the viewing angle of the sensor can be changed (e.g., in SeaWiFS [163], CHRIS [178] and Hyperion [179]), and sensors located on satellites in a geostationary orbit can deal with sun glint by only capturing in sun glint free windows. Wang and Bailey [175] developed a sun glint correction algorithm, which has been used for ocean colour and aerosol products for SeaWiFS, MODIS and VIIRS. Zhang and Wang [176] showed that the Cox and Munk model [172] is still the best one to use. Simulations have demonstrated the usefulness of polarised light measurements for the task of estimating sun glint contamination [126,180]. Approaches to detect sun glint include labelling high values of water-leaving radiance as contaminated [181] and calculating the ratio between bright and dark pixels through histogram analysis [177]. The spectral matching approach, Polynomial-based algorithm applied to MERIS (POLYMER), models sun glint with a polynomial [163]. The Complex Water Atmospheric Correction Algorithm Scheme (CAAS) derives both aerosol and sun glint contributions directly from knowledge of the total and Rayleigh-corrected radiances [182]. A cloud removal method developed for HICO can be applied to the removal of sun glint [104]. Sun glint has also been shown to be beneficial for certain applications, having been used to calculate water vapour levels [183], absorbing aerosols [184] and to calibrate the spectral bands of a sensor [185].

5.3. Clouds and Adjacency Effects

Clouds and adjacency effects are other factors that can contaminate the top-of-atmosphere signal. Cloud masking using the NIR and SWIR methods for ocean colour data processing are quite robust (e.g., used for routine global ocean colour productions from SeaWiFS, MODIS and VIIRS) [186,187]. In particular, the SWIR cloud masking approach has significantly improved ocean colour results for turbid coastal and inland waters [187]. Geostationary sensors can largely deal with the problems of sun glint and clouds by only capturing in the appropriate sun glint- and cloud-free windows [96]. MISR has been used for cloud masking [188], as has the POLDER sensor, which uses a band at 865 nm and masks clouds on the assumption that they are spatially less homogeneous than water and aerosols [189].

Supervised methods have been used in the task of cloud detection, such as discriminant analysis [190], support vector machines [191] and neural networks [192]. Unsupervised classification has been applied to this task using features such as brightness, whiteness, oxygen and water vapour
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absorption [193]. Hyperspectral sensors have shown an increased ability over multispectral sensors to determine important characteristics for the analysis of clouds [194,195]. A number of cloud detection methods have been proposed for hyperspectral sensors [104,196]. Gomez-Chova et al. [196] made use of spectral derivative analysis. Based on the observation that clouds are both bright and white, a cloud can be detected by searching for pixels with high intensity values (bright) and low values in the first derivative of the spectral signal (white) [196].

Another unsolved problem in ocean colour remote sensing is how to deal with adjacency effects in the data (the contribution from neighbouring pixels). This often occurs next to bright areas in a scene, such as land or clouds, and can lead to uncertainties in the TOA signal. Adjacency effects are often taken into account in the atmospheric correction step through taking the average of neighbouring pixels [197,198], modelling the effect with a Monte Carlo simulation [199] and treating adjacency effects as a spectral unmixing problem [200]. The Improving Contrast between Ocean and Land (ICOL) processor, developed specifically for MERIS, applies a pre-processing step to correct for adjacency effects before correcting for atmospheric effects [201]. This is achieved by taking into account the coupling between Fresnel reflection and Rayleigh scattering [202]. Different studies evaluating this method have shown both positive and negative results [203]. Similarity Environment Correction (SIMEC) makes use of the NIR spectral similarity method and, although originally developed for hyperspectral imagery [204], has now been adapted to be sensor generic [203].

6. Multispectral Approaches for Atmospheric Correction

6.1. Black Pixel Approaches

The approach that makes an assumption of black pixels at the NIR wavelengths is the most widely-used aerosol retrieval technique [27]. This method assumes there is no water-leaving radiance contribution in the NIR bands and, therefore, any measurements taken from NIR bands in these regions are representative of atmospheric and ocean surface effects. Firstly, the aerosol effects are calculated and compensated for, which leaves the estimates of water-leaving radiance. Secondly, a constituent retrieval algorithm uses the water-leaving radiance to calculate the different concentrations of water constituents, such as chlorophyll and CDOM [27]. In coastal regions or inland waters, the NIR black pixel assumption often fails. This can be due to turbid waters, which contain high concentrations of suspended particles resulting in non-negligible water-leaving radiance contributions at the NIR bands [43,110,111,152,205].

Many modifications have been made to the black pixel approach. The standard NASA method [206] (an improvement to the revised NIR algorithm of [205]) makes use of an optical model to estimate the normalised water-leaving radiance in the NIR bands to improve atmospheric correction over turbid waters. Ruddick et al. [110,207] developed the NIR spatial homogeneity algorithm (MUMM, named after the institute where it was developed, the Management Unit of the North Sea Mathematical Models), which assumes that a spatial homogeneity exists in the ratios of two NIR bands. An approach for GOCI is based on a regional (Western Pacific) empirical relationship between the water-leaving radiance in the NIR and the diffuse attenuation coefficient at 490 nm [151]. Another method, BMW (Bailey, MUMM, Wang) [208] is a combination of the standard NASA method [205,206], the MUMM algorithm [110,207] and the empirical approach of Wang et al. [151]. Through building upon the advantages of each algorithm, it is able to show an improved performance over the original algorithms [208].

An alternative technique makes use of MODIS Aqua SWIR bands at 1240, 1640 and 2130 nm, as the black pixel assumption is mostly valid for these bands in turbid waters [39,209]. The SWIR approach has fundamentally resolved the black pixel assumption issue for atmospheric correction over turbid coastal and inland waters [29]. In fact, the SWIR-based atmospheric correction algorithm has been successfully used for accurately deriving ocean colour products over highly turbid coastal and inland waters for various applications [9,10,33,210–216]. However, the low SNR in the SWIR bands is a major limitation [203]. Wang and Shi [217] have improved the MODIS SWIR SNR
performance for ocean colour data processing by using spatially averaged (e.g., $5 \times 5$ grid) SWIR data. The SWIR improvement algorithm [217] has also been implemented in the VIIRS ocean colour data processing for routine ocean colour production with the SWIR approach. Chen et al. [218] improved upon the SWIR method and decreased mean root mean square error by 14.21%–42.7%. This was achieved by calculating the aerosol reflectance and type from a cross-calibration process that makes use of a $5 \times 5$ grid of pixels from less turbid waters. A method developed for MODIS corrects for the contributions from suspended sediments in the Rayleigh-corrected radiance at 748 nm and then uses this value to estimate the aerosol contribution at 531 nm [219]. This technique might show some benefits over the turbid waters off the south coast of India [219]. A summary of atmospheric correction approaches that make the black pixel assumption can be seen in Table 2 [39,110,151,206–209,217,218,220,221].

### Table 2. Black pixel assumption approaches for atmospheric correction. These atmospheric correction methods make an assumption of zero water-leaving radiance in specific bands. Values in these bands are taken as an estimate of the atmospheric contributions to the top-of-atmosphere signal. (Key: Bands: bands assumed black; NIR, near infrared; SWIR, shortwave infrared. Conditions: conditions the method can handle in addition to the open ocean; TW, turbid waters; AA, absorbing aerosols; SNR, signal-to-noise ratio; MODIS, Moderate Resolution Imaging Spectroradiometer; SeaWiFS, Sea-viewing Wide Field-of-View Sensor.)

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Bands</th>
<th>Conditions</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>[206]</td>
<td>NIR</td>
<td>—</td>
<td>Optical model estimates normalised water-leaving radiance in the NIR bands</td>
</tr>
<tr>
<td>[110,207]</td>
<td>NIR</td>
<td>—</td>
<td>Assumes a spatial homogeneity exists in the ratios of two NIR bands</td>
</tr>
<tr>
<td>[151]</td>
<td>NIR</td>
<td>—</td>
<td>Based on a regional (Western Pacific) empirical relationship between the water-leaving radiance in the NIR and the diffuse attenuation coefficient at 490 nm (e.g., aerosol reflectance ratios between two NIR bands are locally derived)</td>
</tr>
<tr>
<td>[208]</td>
<td>NIR</td>
<td>—</td>
<td>Improves performance by building upon the advantages of three methods [151,206,207]</td>
</tr>
<tr>
<td>[39,209]</td>
<td>SWIR</td>
<td>TW</td>
<td>Resolves the black pixel assumption issue for atmospheric correction over turbid coastal and inland waters; limited by low SNR in SWIR bands of current sensors</td>
</tr>
<tr>
<td>[217]</td>
<td>SWIR</td>
<td>TW</td>
<td>Spatially averaged ($5 \times 5$ grid) SWIR data improves MODIS SWIR SNR performance</td>
</tr>
<tr>
<td>[218]</td>
<td>SWIR</td>
<td>TW</td>
<td>Cross-calibration process uses a $5 \times 5$ grid of pixels from less turbid waters to calculate aerosol reflectance and type</td>
</tr>
<tr>
<td>[220]</td>
<td>SWIR</td>
<td>AA</td>
<td>Estimate of water-leaving radiance in the 412-nm channel of SeaWiFS constrains the aerosol retrieval model</td>
</tr>
<tr>
<td>[221]</td>
<td>NIR/SWIR</td>
<td>TW/AA</td>
<td>Uses pre-atmospheric correction step to find pixels corresponding to turbid waters or absorbing aerosols</td>
</tr>
</tbody>
</table>

### 6.2. Spectral Inversion Approaches

Spectral inversion approaches simultaneously retrieve bio-optical water properties and correct for atmospheric effects in one step [165,222]. The spectral optimisation algorithm (SOA) [164,165] employs a simple aerosol model which determines the size of aerosol particles with a Junge power-law distribution. This distribution is a simplification, which enables SOA to achieve optimisation when there are a limited number of spectral bands [223]. This algorithm’s performance was demonstrated when it was used for atmospheric correction of turbid waters on a synthetic dataset [224] and on SeaWiFS data in a case study of Chesapeake Bay (Atlantic coast, USA) [223].

Other spectral inversion methods include certain neural network models developed, for example, to derive concentrations of phytoplankton, detritus and CDOM from MERIS data for a variety of water types, including highly turbid waters [225,226]. This method is also able to output the aerosol concentration in a scene. The standard atmospheric correction product used with MERIS for turbid coastal and inland waters is the Case-2 Regional Processor (C2R) [227], which makes use of a neural network. More recently, a novel neural network technique applied fuzzy c-mean clustering and showed an improvement over C2R in its ability to retrieve chlorophyll-$a$ in the coastal waters of northwest Spain [228].
6.3. Absorbing Aerosols

Absorbing aerosols, such as smoke, dust and pollution, often occur over land and in coastal areas and have proven difficult to account for in the atmospheric correction process. The infrared bands, which are used for the aerosol retrievals in all of the approaches that make use of the black pixel assumption [39,206], are unable to capture any information in regards to the presence of absorbing aerosols. Oo et al. [220] developed a SWIR atmospheric correction method for over coastal regions with varying aerosols (especially absorbing aerosols) which made use of an estimate of water-leaving radiance in the 412-nm channel of SeaWiFS to constrain the aerosol retrieval model. Improvements were demonstrated in comparison to SWIR and NIR retrievals from SeaWiFS Data Analysis System (SeaDAS) over Chesapeake Bay in conditions of absorbing aerosols. Other methods have been developed that are not based on the black pixel assumption, such as the spectral optimisation algorithm, which has been shown to deal well with pollution-type absorbing aerosols [222].

NeuroVaria models the radiative transfer of atmospheric and oceanic properties with a neural network, and a variational algorithm (second-order gradient-descent) is used for the spectral inversion [229,230]. Later developments to the approach enabled absorbing aerosols to be modelled with a Junge power-law distribution [166,167]. NeuroVaria has also shown promise at dealing with turbid waters by making use of five NIR bands to correct for atmospheric effects, although the results displayed underestimated water-leaving radiance in the short-wavelength parts of the spectrum (412–443 nm) [231].

The spectral matching algorithm (SMA) [27,161] is another spectral inversion atmospheric correction algorithm. SMA is not reliant on the black pixel assumption and is able to account for strongly-absorbing aerosols (specifically dust, as this has a wavelength-dependent refractive index [222]). The results from a study of SeaWiFS data in the Mediterranean showed that the SMA approach did not produce better water-leaving radiance retrievals than the NASA standard NIR method [27] when dust was present, but only when it was the dominant aerosol [222]. This suggests that SMA should only be used when a pixel has been identified as being dominated by dust. Another reason the approach should be used only in this way is the fact that it produces errors if the aerosol model contains both non-absorbing and strongly-absorbing aerosols, so a pre-atmospheric correction step is required to garner knowledge of the location of specific aerosol types [222]. There are no approaches that are able to characterise all types of absorbing aerosols that occur, and this may be due to a lack of accurate aerosol models. The spread of ground-based sensors, such as AERONET, will permit the characterisation of more aerosol types from more regions [232].

When accounting for absorbing aerosols, knowledge of their vertical distribution is required due to the effects of multiple scattering [222]. Novel sensors that capture LiDAR, polarimetric or near UV measurements will aid the characterisation of this distribution. NASA is currently retrieving this information from LiDAR measurements aboard Cloud-Aerosol LiDAR and Infrared Pathfinder Satellite Observations (CALIPSO) [233,234], which trails MODIS Aqua. A limitation with this approach is that LiDAR measurements are only able to capture one vertical measurement, and the rest of the scene must be estimated from this single measurement. Therefore, it is necessary to make an assumption that absorbing aerosols are uniform across a scene, which is often invalid. For future missions (ACE), it has been recommended that a “curtain” of LiDAR measurements should be captured together with measurements of polarised radiance in order to accurately capture the single scattering albedo and vertical distribution of aerosols [90]. We may also see future sensors that combine hyperspectral and LiDAR measurements [235]. The Second generation GLobal Imager (SGLI) includes a multi-directional polarimeter, which will greatly enhance the ability to characterise the polarised aerosol signal and also has a band at 380 nm [87]. The near UV part of the electromagnetic spectrum is highly sensitive to the influence of absorbing aerosols, having been measured using a band at 380 nm [236,237]. He et al. [135] proposed an atmospheric correction method that uses the near UV bands, and this was even shown to work on a band in the blue part of the spectrum (412 nm). Sensing in the near UV part of the spectrum would greatly aid in the
correction of absorbing aerosols, and for future missions (PACE) it is planned to include bands down to 350 nm [91]. Measurements of water-leaving radiance in the near UV bands are also useful for discriminating between chlorophyll-\textit{a} and CDOM [90].

6.4. Multi-Purpose Approaches

Here, we outline approaches that show the potential for dealing with the current challenges for atmospheric correction. A number of methods make use of a pre-atmospheric correction step to identify specific pixels which may require alternative correction techniques [221,238]. Moore \textit{et al.} [238] developed an approach that flags pixels where the black pixel assumption is unlikely to be valid. Single scattering aerosol reflectance and surface reflectance are then iteratively determined from the flagged pixels with a coupled hydrological and atmospheric model in the NIR [238]. Shi and Wang [221] developed a technique that makes use of a pre-atmospheric correction step to estimate the areas in a scene that contain turbid waters and absorbing aerosols, so that specific atmospheric correction approaches that are better able to handle these conditions can then be used. Firstly, turbid waters are detected using the NIR and SWIR bands, and secondly, the short-visible and NIR bands are used to identify absorbing aerosols [221]. This pre-correction step would work well if there were approaches that are able to correct for the absorbing aerosols that are specific to local regions where unique atmospheric conditions occur.

Some promising algorithms for multispectral sensors that have shown some progress at dealing with complex waters and absorbing aerosols are POLYMER [163] and the ENLF model [239]. POLYMER is a spectral matching approach that has been proposed primarily to deal with sun glint [163]. This method makes use of a model of both water-leaving radiance and the spectral signal of the atmosphere in which sun glint is modelled with a polynomial [163]. POLYMER shows a large improvement for retrievals in sun glint regions of MERIS data in comparison to the operational atmospheric correction algorithm of MERIS and similar results in regions free of sun glint [163]. Measurements could be captured in sun glint regions with a specular reflectance as bright as 20% and resulted in only a 15% reduction in the accuracy of the retrievals [163]. The advantages of this technique are that it does not make a black pixel assumption or include an aerosol model, both of which have been shown to create errors in other methods. Suggestions for future improvements include adding a more accurate model of the atmosphere and including a free parameter that can account for the absorption effects of certain aerosols [163].

Mao \textit{et al.} [239] have opened up the possibility of a universal atmospheric correction algorithm (ENLF) that makes an assumption of aerosol scattering reflectance that is based on the Angstrom law rather than the black pixel assumption and is therefore valid for situations when black pixel approaches fail. A look-up table containing \textit{in situ} measurements of water-leaving reflectance is used to determine the aerosol scattering reflectance with a non-linear least squared fit function. This reflectance is used to estimate aerosol single scattering reflectance and, following this, epsilon values are determined [239]. The main limitation with ENLF is its reliance on accurate look-up-tables (both ocean and land) that contain \textit{in situ} data that are representative of the study site [239].

7. Hyperspectral Approaches for Atmospheric Correction

Following experiments with airborne hyperspectral imagery, it was found that an increase in temporal, spectral and spatial resolution was required in order to monitor the dynamics of turbid coastal waters [96]. Davis \textit{et al.} [96] recommended a temporal frequency of three hours to be able to capture the influence of tides, winds, run off from rivers and algal blooms. This can be achieved with satellites in a geostationary orbit, although it is unlikely that complete global coverage will be achieved any time soon. In order to characterise complex coastal waters, a spatial resolution <100 m was recommended [95,96]. However, studies as part of the HyspIRI Airborne campaign found that a spatial resolution of 60 m would be unsuitable for monitoring certain areas that contain diverse mixtures of phytoplankton, in particular in inland waters [26]. A spatial resolution of 30 m is now
expected for HyspIRI [141], and this will enable the identification of small-scale turbidity features [99]. However, a 30-m resolution is still inadequate for inland and coastal waters that contain certain buoyancy regulating phytoplankton (e.g., cyanobacteria) [146].

Davis et al. [96] stated that a hyperspectral resolution was desirable, although no number of bands was suggested. Due to computational advances, previous issues, such as processing, transmitting and storing hyperspectral data, are becoming less restrictive. As the spectral signals in the natural world are predominantly broadband, the data in neighbouring channels are often redundant. One challenge is therefore to determine how much of the information is useful and how much is superfluous [240]. A number of studies have sought to determine the optimal number of bands for a spectral sensor for the task of ocean colour remote sensing and have suggested that the improvement in accuracy over \( \sim 15 \) bands is negligible [241,242].

Absorption from water vapour and nitrogen is highly variable and therefore difficult to adequately correct for in the atmospheric correction process [30]. The bands of multispectral sensors are placed so as to avoid the absorption bands of these gases. A challenge for hyperspectral atmospheric correction is to include these bands and to develop atmospheric correction techniques that take these contributions into account. Lee et al. [241] suggested that rather than attempting to accurately correct all of the hyperspectral data, multispectral bands should be used to reconstruct a hyperspectral signal. It was found that hyperspectral absorption spectra could be recovered from multispectral (CZCS and MODIS) measurements with \( \sim 95\% \) accuracy [243].

7.1. Spectral Inversion Approaches

Spectral inversion methods and constituent retrieval algorithms using hyperspectral data have shown benefits over using multispectral measurements [102,244]. Semi-analytical inversion methods attempt to derive inherent optical properties, such as absorption and scattering coefficients, from apparent optical properties, such as normalised water-leaving radiance and remote sensing reflectance [36,242,245–247]. Hyperspectral data have been shown to reduce the ambiguity of these inversions [248] and the resulting bio-optical water properties [244]. Algorithms that build upon hyperspectral datasets may also be able to perform the retrieval of properties that are not currently possible, as well as retrieving multiple variables simultaneously rather than current algorithms that calculate one variable at a time [26].

In the open ocean, the main contribution to the colour of the water is phytoplankton, and band ratios (or difference) in the blue–green regions can be used to successfully retrieve levels of chlorophyll-\( \alpha \) [31,249,250]. However, turbid waters are a complex mix of constituents, such as phytoplankton, CDOM and suspended particulate matter (SPM). Constituent retrieval algorithms for these waters need to make use of reflectance values in the red and NIR parts of the spectrum, as these regions are less affected by CDOM and SPM [114,215]. Although the majority of constituent retrieval algorithms for turbid waters have been developed for multispectral sensors and their estimates of chlorophyll-\( \alpha \) are poor [25], a recent method has shown some success at retrieving the chlorophyll-\( \alpha \) concentration in turbid waters [251]. The potential for hyperspectral sensors for monitoring chlorophyll-\( \alpha \) and phytoplankton in turbid coastal and inland waters has been demonstrated in a number of studies [23,102,106]. Specific bands of HICO were selected by the three-band model in accordance with the optical properties of the water [23,102]. Not only were accurate chlorophyll-\( \alpha \) estimates achieved, but the fine spectral detail allowed derivative spectroscopy to be applied, which revealed subtle features relating to concentrations of other phytoplankton pigments (e.g., phycoerythrin and phycocyanin) [23]. Figure 4 demonstrates how the absorption features of phycoerythrin, phycocyanin and chlorophyll-\( \alpha \) are missed with the multispectral bands of MERIS, but are revealed with the first derivative of a hyperspectral signal [23].
Derivative spectroscopy analyses the shape of spectral signals by enhancing subtle features [252]. As this technique is sensitive to noise, the spectral signals are firstly smoothed (with a technique such as Savitzky–Golay smoothing [22]). The n-th-order derivatives are computed with a finite difference approximation. A sampling window determines how much detail is taken from the signal. Derivative spectroscopy is a well-established method in the domains of pharmacology and medical biology [253]. An early attempt to apply this technique to atmospheric correction of remotely-sensed imagery was limited by the fact that it sought to develop an algorithm that would be completely insensitive to atmospheric effects [22,254]. Now that the importance of the atmospheric correction step is widely recognised, the application of derivative spectroscopy to the characterisation of atmospheric effects should be revisited.

Derivative spectroscopy has been used in a range of hyperspectral ocean studies to discriminate between healthy and unhealthy corals [255], to identify bottom types in shallow waters [256] and to classify different groups of phytoplankton [252,257,258]. A number of recent works have demonstrated the potential for this technique to analyse complex coastal waters [259,260] and atmospheric effects such as thin cirrus clouds and aerosols [253]. Tufillaro and Davis [260] demonstrated image enhancement and feature selection applications of derivative spectroscopy applied to HICO for turbid coastal waters with riverine inputs. In an image of the Columbia river meeting the Pacific (northwest USA), the bands that were chosen to create a false colour image were selected from the extrema of the fourth derivative, which enhanced the differentiation of water types (Figure 5). In an image of the Yangtze River meeting the East China Sea (Shanghai, China), the second derivative was used to highlight features related to sediment reflectance (peak at 800 nm) and algal blooms (peak at 710 nm), the latter of which is not easily detectable in the original signal [260]. A recent study that applied derivative analysis of hyperspectral data to study atmospheric particles (cirrus clouds and aerosols) provides a glimpse into how this technique
could improve the atmospheric correction process [253]. First and second derivatives of measured (ground-based) and modelled spectral signals displayed distinct spectral signatures, which could be used to classify aerosol types [253].

**Figure 5.** Image of the Columbia River meeting the Pacific (northwest USA) from HICO on 12 May 2012 at 1:05 GMT. (A) RGB image; (B) The plume structure is highlighted with the enhanced image; (C) Channels sensitive to plume sediments are selected using derivative analysis. Figure courtesy of N. B. Tufillaro [260]. Approximate scale, north arrow and coordinates.

8. Conclusions

The major unsolved challenges for the atmospheric correction of ocean colour remote sensing are encountered over turbid coastal and inland waters and in conditions where strongly-absorbing aerosols are present. These issues could be solved through the use of improved satellite-based sensors and atmospheric correction algorithms, which build upon these advancements. Sensors that include bands in the near UV [18,21,92] can aid the correction of absorbing aerosols [87,91], as well as the characterisation of CDOM concentrations [133,134]. A promising avenue for hyperspectral approaches is to adaptively choose which bands are most useful depending on the task or the optical properties of the water and atmosphere. Future hyperspectral sensors [19–21,89] with bands up to the SWIR region (and an increased SNR in the SWIR bands) will be able to take advantage of a range of bands throughout the NIR and SWIR to selectively switch to the most efficient bands to be used to validate the black pixel assumption depending on the optical properties of the water (in a similar way to how HICO’s NIR bands were used to select the most appropriate bands for a three-band chlorophyll retrieval algorithm [23,102]). Previous reliance on band-specific algorithms neglects the fact that hyperspectral data can be treated as a continuous signal rather than distinct independent variables. In order to be able to fully take advantage of hyperspectral data’s potential for more accurate retrievals of biophysical properties (such as phytoplankton functional types [138]), it is important to develop appropriate atmospheric correction methods. One possibility is to make use of spectroscopic techniques such as derivative analysis [253].

Fusing data from multiple sources (e.g., AERONET, CALIPSO, POLDER, MISR and AATSR) is another promising direction for enhanced atmospheric correction solutions. Increased access to aerosol data (with polarimeters and LiDAR measurements capturing the vertical distribution of aerosols [87,90,91] and extensions to the network of ground-based sensors [55,67] characterising the spatial/temporal distribution of aerosols) has the potential to lead to the development of models that more accurately characterise regional and global variability [232]. Models such as those based on the Junge power-law could be extended to incorporate the variability of aerosol particles and, instead of existing in a discrete format, models of a continuous nature could be developed. Atmospheric correction methods without aerosol models [163] have also shown potential and require further exploration.
Hyperspectral sensors HICO, PRISMA, HISUI and HyspIRI are designed with the recommended spatial resolution of <100 m per pixel [96]. However, this may not be enough for certain locations that contain varied mixtures of phytoplankton [26]. Another limitation is that their revisit times are not adequate for many applications, such as monitoring algal blooms [114]. Geostationary sensors (e.g., GEO-CAPE) can address this issue, but global coverage remains a distant hope. In the future, we are also likely to see other useful technologies that can aid in the atmospheric correction process, such as sensors that combine hyperspectral and LiDAR data [235].
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